In [1]:

**import** numpy **as** np **import** pandas **as** pd *# import nltk*

In [2]:

df\_sms**=**pd.read\_csv('spam.csv') df\_sms.head()

Out[2]:

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
|  | **v1** | **v2** | **Unnamed: 2** | **Unnamed: 3** | **Unnamed: 4** |
| **0** | ham | Go until jurong point, crazy.. Available only ... | NaN | NaN | NaN |
| **1** | ham | Ok lar... Joking wif u oni... | NaN | NaN | NaN |
| **2** | spam | Free entry in 2 a wkly comp to win FA Cup fina... | NaN | NaN | NaN |
| **3** | ham | U dun say so early hor... U c already then say... | NaN | NaN | NaN |
| **4** | ham | Nah I don't think he goes to usf, he lives aro... | NaN | NaN | NaN |
| In | [3]: |  |  |  |  |

df\_sms**=**df\_sms.drop(["Unnamed: 2", "Unnamed: 3", "Unnamed: 4"] , axis**=**1) df\_sms**=**df\_sms.rename(columns**=**{"v1":"label","v2":"sms-text"})

In [4]:

df\_sms.head()

Out[4]:

**label sms-text**

1. ham Go until jurong point, crazy.. Available only ...
2. ham Ok lar... Joking wif u oni...
3. spam Free entry in 2 a wkly comp to win FA Cup fina...
4. ham U dun say so early hor... U c already then say...
5. ham Nah I don't think he goes to usf, he lives aro...

In [5]:

print(len(df\_sms))

5572

In [6]:

df\_sms.shape

Out[6]:

(5572, 2)

In [7]:

df\_sms.tail(5)

Out[7]:

|  |  |  |
| --- | --- | --- |
|  | **label** | **sms-text** |
| **5567** | spam | This is the 2nd time we have tried 2 contact u... |
| **5568** | ham | Will �\_ b going to esplanade fr home? |
| **5569** | ham | Pity, \* was in mood for that. So...any other s... |
| **5570** | ham | The guy did some bitching but I acted like i'd... |
| **5571** | ham | Rofl. Its true to its name |

In [8]:

df\_sms.label.value\_counts()

Out[8]:

ham 4825

spam 747

Name: label, dtype: int64

In [9]:

df\_sms.head()

Out[9]:

**label sms-text**

1. ham Go until jurong point, crazy.. Available only ...
2. ham Ok lar... Joking wif u oni...
3. spam Free entry in 2 a wkly comp to win FA Cup fina...
4. ham U dun say so early hor... U c already then say...
5. ham Nah I don't think he goes to usf, he lives aro...

In [10]:

df\_sms.describe()

Out[10]:

|  |  |  |
| --- | --- | --- |
|  | **label** | **sms-text** |
| **count** | 5572 | 5572 |
| **unique** | 2 | 5169 |
| **top** | ham | Sorry, I'll call later |
| **freq** | 4825 | 30 |

df\_sms['length']**=**df\_sms['sms-text'].apply(len)

In [12]:

df\_sms.head(3)

Out[12]:

|  |  |  |  |
| --- | --- | --- | --- |
|  | **label** | **sms-text** | **length** |
| **0** | ham | Go until jurong point, crazy.. Available only ... | 111 |
| **1** | ham | Ok lar... Joking wif u oni... | 29 |
| **2** | spam | Free entry in 2 a wkly comp to win FA Cup fina... | 155 |
| In | [13]: |  |  |

**import** matplotlib.pyplot **as** plt

**import** seaborn **as** sns

**%**matplotlib inline

df\_sms['length'].plot(bins**=**50,kind**=**'hist')

Out[13]:

<AxesSubplot:ylabel='Frequency'>

![](data:image/png;base64,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)

In [14]:

*#Implemenation of Bag of words approach*

*#step1:Convert all strings to their lower case form*

documents**=**['Hello,how are you!',

'Win money ,win from home.', 'Call me now.'

'Hello,Call hello you tomorrow? '] lower\_case\_documents**=**[]

lower\_case\_documents**=**[d.lower() **for** d **in** documents] print(lower\_case\_documents)

['hello,how are you!', 'win money ,win from home.', 'call me now.hello,call hello you tomorrow? ']

In [16]:

*# Step 2:Removing all punctuations*

sans\_punctuation\_documents**=**[]

**import** string

**for** i **in** lower\_case\_documents:

sans\_punctuation\_documents.append(i.translate(str.maketrans("","",string.punctuation)))

In [17]:

sans\_punctuation\_documents

Out[17]:

['hellohow are you',

'win money win from home',

'call me nowhellocall hello you tomorrow ']

In [18]:

*#Step 3:Tokenization*

preprocessed\_documents**=**[[w **for** w **in** d.split()] **for** d **in** sans\_punctuation\_documents] preprocessed\_documents

Out[18]:

[['hellohow', 'are', 'you'],

['win', 'money', 'win', 'from', 'home'],

['call', 'me', 'nowhellocall', 'hello', 'you', 'tomorrow']]

In [19]:

*#Step 4:Count frequencies*

frequency\_list**=**[]

**import** pprint

**from** collections **import** Counter

frequency\_list**=**[Counter (d)**for** d **in** preprocessed\_documents ] pprint.pprint(frequency\_list)

[Counter({'hellohow': 1, 'are': 1, 'you': 1}),

Counter({'win': 2, 'money': 1, 'from': 1, 'home': 1}),

Counter({'call': 1,

'me': 1,

'nowhellocall': 1,

'hello': 1,

'you': 1,

'tomorrow': 1})]

doc\_array**=**frequency\_list doc\_array

Out[20]:

[Counter({'hellohow': 1, 'are': 1, 'you': 1}),

Counter({'win': 2, 'money': 1, 'from': 1, 'home': 1}),

Counter({'call': 1,

'me': 1,

'nowhellocall': 1,

'hello': 1,

'you': 1,

'tomorrow': 1})]

In [21]:

**from** sklearn.feature\_extraction.text **import** CountVectorizer count\_vector**=**CountVectorizer()

In [22]:

count\_vector.fit(documents)

count\_vector.get\_feature\_names\_out()

Out[22]:

array(['are', 'call', 'from', 'hello', 'home', 'how', 'me', 'money', 'now', 'tomorrow', 'win', 'you'], dtype=object)

In [23]:

doc\_array**=**count\_vector.transform(documents).toarray() doc\_array

|  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| Out[23]: |  | | | | | | | | | | |
| array([[1, | 0, | 0, | 1, | 0, | 1, | 0, | 0, | 0, | 0, | 0, | 1], |
| [0, | 0, | 1, | 0, | 1, | 0, | 0, | 1, | 0, | 0, | 2, | 0], |
| [0, | 2, | 0, | 2, | 0, | 0, | 1, | 0, | 1, | 1, | 0, | 1]], dtype=int64) |

In [24]:

frequency\_matrix**=**pd.DataFrame(doc\_array,columns**=**count\_vector.get\_feature\_names\_out()) frequency\_matrix

Out[24]:

|  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| **are** | **call** | **from** | **hello** | **home** | **how** | **me** | **money** | **now** | **tomorrow** | **win** | **you** |
| **0** 1 | 0 | 0 | 1 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 1 |
| **1** 0 | 0 | 1 | 0 | 1 | 0 | 0 | 1 | 0 | 0 | 2 | 0 |
| **2** 0 | 2 | 0 | 2 | 0 | 0 | 1 | 0 | 1 | 1 | 0 | 1 |

**from** sklearn.model\_selection **import** train\_test\_split

X\_train,X\_test,y\_train,y\_test**=**train\_test\_split(df\_sms['sms-text'],df\_sms['label'],test\_size

In [26]:

count\_vector**=**CountVectorizer()

In [27]:

training\_data**=**count\_vector.fit\_transform(X\_train)

In [28]:

training\_data

Out[28]:

<4457x7733 sparse matrix of type '<class 'numpy.int64'>'

with 59215 stored elements in Compressed Sparse Row format>

In [29]:

testing\_data**=**count\_vector.transform(X\_test)

In [30]:

**from** sklearn.naive\_bayes **import** MultinomialNB naive\_bayes**=**MultinomialNB()

naive\_bayes.fit(training\_data,y\_train)

Out[30]:

MultinomialNB()

In [31]:

predictions**=**naive\_bayes.predict(testing\_data)

In [32]:

predictions

Out[32]:

array(['ham', 'ham', 'ham', ..., 'ham', 'ham', 'ham'], dtype='<U4')

In [33]:

**from** sklearn.metrics **import** accuracy\_score,precision\_score,recall\_score,f1\_score print('Accuracy score:{}'.format(accuracy\_score(y\_test,predictions)))

Accuracy score:0.9856502242152466

In [34]:

print('Precision score:{}'.format(precision\_score(y\_test,predictions,pos\_label**=**'spam'))) print('Recall score:{}'.format(recall\_score(y\_test,predictions,pos\_label**=**'spam')))

print('f1 score:{}'.format(f1\_score(y\_test,predictions,pos\_label**=**'spam')))

Precision score:0.9424460431654677 Recall score:0.9424460431654677

f1 score:0.9424460431654677

In [35]:

**from** sklearn.metrics **import** classification\_report print(classification\_report(predictions,y\_test))

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
|  | precision | recall | f1-score | support |
| ham | 0.99 | 0.99 | 0.99 | 976 |
| spam | 0.94 | 0.94 | 0.94 | 139 |
| accuracy |  |  | 0.99 | 1115 |
| macro avg | 0.97 | 0.97 | 0.97 | 1115 |
| weighted avg | 0.99 | 0.99 | 0.99 | 1115 |

In [44]:

**from** sklearn.naive\_bayes **import** MultinomialNB spam\_filter**=**MultinomialNB()

predictions**=**spam\_filter.fit(training\_data,y\_train)

In [45]:

predictions**=**spam\_filter.predict(testing\_data)

In [46]:

count**=**0

**for** i **in** range(len(y\_test)):

**if** y\_test.iloc[i] **!=**predictions[i]: count**+=**1

print('Total number of test cases',len(y\_test)) print('Number of wrong predictions',count)

Total number of test cases 1115 Number of wrong predictions 16

In [47]:

**from** sklearn.model\_selection **import** cross\_val\_score model**=**MultinomialNB()

scores**=**cross\_val\_score(model,X\_train,y\_train,scoring**=**'accuracy',cv**=**5,n\_jobs**=-**1)

c:\users\dell\appdata\local\programs\python\python39\lib\site-packages\sklea rn\model\_selection\\_validation.py:372: FitFailedWarning:

1. fits failed out of a total of 5.

The score on these train-test partitions for these parameters will be set to nan.

If these failures are not expected, you can try to debug them by setting err or\_score='raise'.

Below are more details about the failures:

1 fits failed with the following error:

Traceback (most recent call last):

File "c:\users\dell\appdata\local\programs\python\python39\lib\site-packag es\sklearn\model\_selection\\_validation.py", line 681, in \_fit\_and\_score

estimator.fit(X\_train, y\_train, \*\*fit\_params)

File "c:\users\dell\appdata\local\programs\python\python39\lib\site-packag es\sklearn\naive\_bayes.py", line 663, in fit

X, y = self.\_check\_X\_y(X, y)

File "c:\users\dell\appdata\local\programs\python\python39\lib\site-packag es\sklearn\naive\_bayes.py", line 523, in \_check\_X\_y

return self.\_validate\_data(X, y, accept\_sparse="csr", reset=reset)

File "c:\users\dell\appdata\local\programs\python\python39\lib\site-packag es\sklearn\base.py", line 572, in \_validate\_data

X, y = check\_X\_y(X, y, \*\*check\_params)

File "c:\users\dell\appdata\local\programs\python\python39\lib\site-packag es\sklearn\utils\validation.py", line 956, in check\_X\_y

X = check\_array(

File "c:\users\dell\appdata\local\programs\python\python39\lib\site-packag es\sklearn\utils\validation.py", line 738, in check\_array

array = np.asarray(array, order=order, dtype=dtype)

File "C:\Users\DELL\AppData\Roaming\Python\Python39\site-packages\numpy\co re\\_asarray.py", line 83, in asarray

return array(a, dtype, copy=False, order=order)

File "c:\users\dell\appdata\local\programs\python\python39\lib\site-packag es\pandas\core\series.py", line 768, in array

return np.asarray(self.array, dtype)

File "C:\Users\DELL\AppData\Roaming\Python\Python39\site-packages\numpy\co re\\_asarray.py", line 83, in asarray

return array(a, dtype, copy=False, order=order)

File "c:\users\dell\appdata\local\programs\python\python39\lib\site-packag es\pandas\core\arrays\numpy\_.py", line 203, in array

return np.asarray(self.\_ndarray, dtype=dtype)

File "C:\Users\DELL\AppData\Roaming\Python\Python39\site-packages\numpy\co re\\_asarray.py", line 83, in asarray

return array(a, dtype, copy=False, order=order)

ValueError: could not convert string to float: 'Free Msg: get Gnarls Barkley s \\Crazy\\" ringtone TOTALLY FREE just reply GO to this message right no

w!"'

4 fits failed with the following error:

Traceback (most recent call last):

File "c:\users\dell\appdata\local\programs\python\python39\lib\site-packag

es\sklearn\model\_selection\\_validation.py", line 681, in \_fit\_and\_score estimator.fit(X\_train, y\_train, \*\*fit\_params)

File "c:\users\dell\appdata\local\programs\python\python39\lib\site-packag es\sklearn\naive\_bayes.py", line 663, in fit

X, y = self.\_check\_X\_y(X, y)

File "c:\users\dell\appdata\local\programs\python\python39\lib\site-packag es\sklearn\naive\_bayes.py", line 523, in \_check\_X\_y

return self.\_validate\_data(X, y, accept\_sparse="csr", reset=reset)

File "c:\users\dell\appdata\local\programs\python\python39\lib\site-packag es\sklearn\base.py", line 572, in \_validate\_data

X, y = check\_X\_y(X, y, \*\*check\_params)

File "c:\users\dell\appdata\local\programs\python\python39\lib\site-packag es\sklearn\utils\validation.py", line 956, in check\_X\_y

X = check\_array(

File "c:\users\dell\appdata\local\programs\python\python39\lib\site-packag es\sklearn\utils\validation.py", line 738, in check\_array

array = np.asarray(array, order=order, dtype=dtype)

File "C:\Users\DELL\AppData\Roaming\Python\Python39\site-packages\numpy\co re\\_asarray.py", line 83, in asarray

return array(a, dtype, copy=False, order=order)

File "c:\users\dell\appdata\local\programs\python\python39\lib\site-packag es\pandas\core\series.py", line 768, in array

return np.asarray(self.array, dtype)

File "C:\Users\DELL\AppData\Roaming\Python\Python39\site-packages\numpy\co re\\_asarray.py", line 83, in asarray

return array(a, dtype, copy=False, order=order)

File "c:\users\dell\appdata\local\programs\python\python39\lib\site-packag es\pandas\core\arrays\numpy\_.py", line 203, in array

return np.asarray(self.\_ndarray, dtype=dtype)

File "C:\Users\DELL\AppData\Roaming\Python\Python39\site-packages\numpy\co re\\_asarray.py", line 83, in asarray

return array(a, dtype, copy=False, order=order)

ValueError: could not convert string to float: 'Sleeping nt feeling well' warnings.warn(some\_fits\_failed\_message, FitFailedWarning)

In [48]:

scores

Out[48]:

array([nan, nan, nan, nan, nan])

In [ ]: